
Enhancing Time Series Forecasting through Selective 
Representation Spaces: A Patch Perspective

Introduction
Conventional patching partitions a time series into adjacent patches, which 
causes a fixed representation space, thus resulting in insufficiently 
expressful representations. Because fixed representation spaces assume 
that all information useful for forecasting is evenly distributed in the 
contextual time series. As shown in Figure 1, the assumption is broken due 
to the phenomenons of changeable periods, shifting, and anomalies.

In this paper, we pioneer the exploration of constructing a selective 
representation space to flexibly include the most informative patches for 
forecasting. Specifically, we propose the Selective Representation Space 
(SRS) module, which utilizes the learnable Selective Patching and Dynamic 
Reassembly techniques to adaptively select and shuffle the patches from 
the contextual time series, aiming at fully exploiting the information of 
contextual time series to enhance the forecasting performance of patch-
based models.
• We propose a modular SRS, which efficiently and adaptively constructs 

the selective representation space to fully exploit the information in the 
contextual time series, and is able to improve the performance of patch-
based models in a simple plugin-and-play paradigm.

• Technically, we devise the Selective Patching and Dynamic Reassembly 
techniques, which are able to constitute a selective representation space 
at the patch perspective. And they are easily to be optimized through 
gradient-based strategies.

• Applying SRS with an MLP forms a simple-yet-effective method, called 
SRSNet. SRSNet achieves state-of-the-art performance across multiple 
real-world datasets, demonstrating the effectiveness of SRS module.

Methodology

Visualization

Figure 1: Adjacent vs. Selective Patching 
(both using 4 patches). Adjacent patching 
partitions time series into adjacent patches, 
lacking flexibility. Selective patching 
automatically select most relevant sub-
series as patches. The upper part shows 
examples that conventional adjacent 
patching may include harmful information, 
thus hindering the forecasting 
performance. The lower part shows the 
selected patches that are more relevant for 
making the corresponding forecasting, 
demonstrating the flexibility that selective 
patches offer.
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Figure 2: The overall pipeline of the SRS module. The multivariate time series is processed 
with Channel Independent strategy, the Selective Patching first adaptively chooses proper 
patches from all potential candidate patches. Then the Dynamic Reassembly dertermines 
the order of the selected patches. Both the Selective Patching and Dynamic Reassembly 
are gradient-based and learnable. Finally, the Adaptive Fusion integrates the embeddings 
from Conventional Patching and Dynamic Reassembly, adds the position embeddings to 
construct the final representations. The subsequent backbones can be used directly without 
changes, so that the SRS module is a modular plugin.

Figure 3: The detailed architecture of the SRS module. The Selective Patching allows 
sampling with replacement. It scans all the potential patches with stride equals 1, generates 
n scores for each, then retrieves the patches with max scores in each sampling. Then the 
Dynamic Reassembly generates scores for selected patches, and sorts them based on the 
scores to determine the sequence. In the Embedding phase, both the embeddings from the 
Dynamic Reassembly and Conventional Patching are adaptively fused to form the 
representations.

We propose gradient-based Selective Patching and Dynamic Reassembly 
modules, we take the Selective Patching as an example to introduce the core 
mechanism. As shown in Figure 3, we scan the time series with stride equals 
1, where all potential patches are represented as 
To support selection with replacement, we generate n scores for each patch, 
denoting the scores of n times of sampling:

However, the Argmax operation interrupts the gradient propagation, and 
existing soft sorting methods keep gradient propagation but introduce noise 
and inaccuracies, making the sorting non-intuitive. To mitigate this, we devise 
a method to achieve differentiable sorting:

Experiments
Table 1: Multivariate forecasting average results, SRSNet v.s recent SOTAs.

Table 2: SRS as a plugin.
 Comprehensive experiments on 

real-world datasets demonstrate 
that SRSNet achieves state-of-the-
art performance.

 the SRS module can effectively 
improve the performance of patch-
based models.

Figure 4: Visualization of input-96-predict-96 results on the 
ETTh1 dataset. SRSNet effectively processes the special 
cases with the help of SRS module. The grey rectangles are 
the selected patches with the size of 24.

Efficiency analyses
Table 3: Efficiency analyses of SRSNet and the SRS module on ETTh1 and Solar datasets 
with look-back length equals 512, forecasting horizon equals 720, and batch size equals 
32.The Max GPU Memory (MB), inference Time (s) per batch, Training Time (s) per batch, 
and MultiplyAccumulate Operations (MACs) are reported as the main metrics.


