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Introduction

 To address PTSF, we propose an efficient framework called K²VAE. It transforms 
nonlinear time series into a linear dynamical system. Through predicting and refining 
the process uncertainty of the system, K²VAE demonstrates strong generative 
capability and excells in both the short- and long-term probabilistic forecasting.

 To distengle the complex nonlinearity in the time series, we design a KoopmanNet to 
fully exploit the underlying linear dynamical characteristics in the space of 
measurement function, simplify the modeling, and thus contributing to high model 
efficiency.

 To mitigate the error accumulation in LPTSF, we devise a KalmanNet to model, and 
refine the prediction and uncertainty iteratively.

 Comprehensive experiments on both short- and long-term PTSF show that K²VAE 
outperforms state-of-the-art baselines.

Existing Generative Probabilistic Time Series Forecasting methods achieve promising 
performance but still suffer from the inherent nonlinearity and error accumulation as 
the forecasting horizon extends.

As shown in Figure 1, we compare 
three native probabilistic forecasting 
models including GRU MAF, 
TimeGrad, and CSDI with three point 
forecasting models equipped with 
distributional heads including FITS, 
PatchTST, and iTransformer on ETTh1. 
Longer forecasting horizons lead to 
rapid collapse of the CRPS metric 
(lower is better) on probabilistic 
forecasting models, even worse than 
point forecasting models.

K²VAE Framework

Input Token Embedding
K²VAE works like an autoregressive dynamic system to model the state transition procedure. 
Different from those Channel-Independent models which divides patches for each channel and 
projects them independently, we consider multivariate patches as tokens to implicitly model 
the cross-variable interaction during state transition. We divide the context series into non-
overlapping patches:

KoopmanNet

KalmanNet
Since we adopt a data-driven paradigm to model the measurement function ψ and Koopman 
Operator K, it exists bias between the generated ˆX  and XP   during optimization, known as a 
biased linear system. We then devise a KalmanNet to model and refine the uncertainty using 
Kalman Gain, and align it with the variational distribution in the latent measurement space:

Experiments

 K²VAE consistly achieves state-of-the-art performance on 9 LPTSF and 
8 SPTSF scenarios.

 Resources:   https://github.com/decisionintelligence/k2vae

Table 1: Results of Long-term Probabilistic Time Series Forecasting
Main Results

Visualization

{xjwu,xfqiu,hfgao}@stu.ecnu.edu.cn, {jlhu,cjguo,byang}@dase.ecnu.edu.cn

My WeChat:

Data Flow

Efficiency Analysis
 K²VAE is the most lightweight 

generative probabilistic time 
series forecasting model.

 Compared with diffusion-
based and flow-based models, 
K²VAE has the fastest 
inference speed.

Figure 5: Visualization of input-96-predict-96 results on the ETTm1-L dataset 

Figure 4: Efficiency Analysis of K²VAE   

Figure 1: PTSF performance w.r.t. 
the forecasting horizon   

Figure 2: The data flow of K²VAE  

Figure 3: The framework of K²VAE  

Contribution

Decoder

K²VAE then applies Koopman Theory to construct the measurement function to project the 
system states into measurements which can be modeled as a linear system. Practically, we 
use a learnable MLP-based network to serve as the measurement function ψ and then use 
the one-step eDMD to model the linear system:

Predict Step:
Update Step:

To fully utilize the ability of the Integrator, we make a skip connection:                     , then 
the variational distribution is obtained through                                . Finally, we utilize
the Decoder to map the samples back to the original space and model the             :


